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Abstract

In earlier work, we presented a process algebra, PACSR, that uses a notion of resource failure to capture probabilistic behavior
in reactive systems. PACSR also supports an operator for resource hiding. In this paper, we carefully consider the interaction
between these two features from an axiomatic perspective. For this purpose, we introduce a subset of PACSR, called “PACSR-
lite”, that allows us to isolate the semantic issues surrounding resource hiding in a probabilistic setting, and provide a sound
and complete axiomatization of strong bisimulation for this fragment. 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

The real-time process algebra ACSR [7] features a
notion ofresource-dependentactions. A process needs
to have access to a set of resources specified in an ac-
tion before it can proceed with the action. Recently,
in the context of the process algebra PACSR [11], we
extended the ACSR framework with the possibility of
resource failures which happen with a given probabil-
ity.

Previous work on extending process algebra with
probability information, such as [4,14,1,3,5,13], typ-
ically associates probabilities with process terms. An
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advantage of associating probabilities with resources,
rather than process terms, is that the specification of a
process does not involve probabilities directly. Failure
probabilities of individual resources are defined sepa-
rately and are used only during analysis. This makes
specifications simpler and ensures a more systematic
way of applying probabilistic information. In addi-
tion, this approach allows one to explore the impact
of changing probabilities of failures on the overall be-
havior, without changing the specification.

In this paper, we explore the effects of resource fail-
ures in a setting where resources may be hidden from
the observer (i.e., private to a process). Specifically,
we present PACSR-lite, a fragment of PACSR that al-
lows us to isolate the issues surrounding resource hid-
ing, and present a sound and complete axiomatization
of strong bisimulation equivalence for this fragment.
Due to the limitation of space, proofs of some of the
results are only briefly sketched. The complete proofs
can be found in [12].
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2. The syntax of PACSR-lite

PACSR-lite is a subset of the probabilistic process
algebra PACSR [11]. An action of a PACSR process
specifies access to a (possibly empty) set of resources
that the process requires to perform the action. More-
over, each resource has an associated failure probabil-
ity. Resources can behidden, making their identity in-
visible to the environment, but their failures can be ob-
served.

Resources and actions.We assume that a system
contains a finite set of serially reusable resources
drawn from the infinite setRes. We write Res for
the set that contains, for eachr ∈ Res, an elementr ,
representing thefailed resourcer, and R for Res∪
Res. An action is drawn from the domainP (R) with
the restriction that each resource is represented at most
once. For example, the singleton action{r} denotes
the use of resourcer. This action cannot happen
if r has failed. On the other hand, action{r} takes
place given that resourcer has failed. A notation for
failed resources is useful for specifying recovery from
failures. Action∅ represents idling since no resource
is consumed. We letAct denote the domain of actions
andα, A, B range overAct.

For all r ∈ Res we denote byp(r) ∈ [0,1] the
probability of resourcer being up, whilep(r) = 1 −
p(r) denotes the probability ofr failing. For example,
consider the action{cpu}, where resourcecpu has
probability of failure 1

3, i.e., p(cpu) = 2
3. Then,{cpu}

may occur with probability23 and fails with probability
1
3. We assume the existence of an infinite number of
resources for each probability failure in[0,1].

Processes. The set Pr of PACSR-lite processes,
ranged over byP andQ, is given by:

P ::= NIL | A : P | P + P | P\\I,
whereI ⊆ Res. The process NIL represents the inac-
tive process.A : P executes a resource-consuming ac-
tion and proceeds to processP . The processP + Q

represents a nondeterministic choice between the two
summands.P\\I hides resources inI so that they are
not visible to the environment. The full process alge-
bra, PACSR, additionally contains constructs for re-
cursion, parallel composition, restriction, etc.

In P\\I the displayed occurrence of each of the
resources inI is bindingwith scopeP . An occurrence
of a resource in a process isbound if it lies within
the scope of a binding occurrence of the resource,
otherwise the occurrence is free. We writefr(P ) for
the set of resources that have a free occurrence in
P and br(P ) for the set of resources all of whose
occurrences are bound. In what follows, we work up to
α-conversion on bound resources. In this way, bound
resources in a process are assumed to be different from
each other and from the free resources.

LetZ = {r1, . . . , rn} ⊆ R. Then

p(Z)=
∏

1�i�n

p(ri);

W(Z)= {Z′ ⊆Z ∪Z | r ∈Z′ iff r /∈Z′};
and

res(Z)= {r ∈ Res| r ∈ Z or r ∈ Z}.
ThusW(Z) denotes the set of all possible worlds in-
volving resourcesZ, that is, the set of all combinations
of the resources inZ being up or down, andres(Z) the
world where all resources inZ are up. For example,

W
({r1, r2})= {{r1, r2}, {r1, r2}, {r1, r2}, {r1, r2}},

res
({r1, r2})= {r1, r2}.

Note thatp(∅) = 1 andW(∅) = {∅}. We also write
res(P ) for res(fr(P )∪br(P )). Finally, functionimr(P ),
defined below, associates each process with the set of
resources on which its behavior immediately depends:

imr(NIL )= ∅,
imr(P1 + P2)= imr(P1) ∪ imr(P2),

imr(A : P)= res(A),

imr(P\\I) = imr(P ).

3. Operational semantics

A configuration is a pair of the form(P,W) ∈
Pr×2R, representing a processP in worldW . A world
captures the state (up or down) of resources relevant
to P . We writeS for the set of configurations. The se-
mantics of PACSR-lite is given in terms of a labeled
transition system whose states are configurations and
whose transitions are either probabilistic (labeled by
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Table 1
The probabilistic and nondeterministic transition relations

(PROB)
(P,W) ∈ Sp,Z1 = imr(P )− res(W),Z2 ∈W(Z1)

(P,W)
p(Z2)�−→ (P,W ∪Z2)

(Act) (A : P,W)
A−→ (P,∅), if A⊆W

(Sum) (P1,W)
α→ (P,W ′)

(P1 + P2,W)
α→ (P,W ′)

(Hide) (P,W)
A−→ (P ′,W ′), A′ =A− I

(P\\I,W)
A′−→ (P ′\\I,W ′)

a probability) or nondeterministic (labeled by an ac-
tion). The idea is that, for a processP , computation
begins in theinitial configuration(P,∅). Probabilis-
tic transitions are performed to determine the status of
resources immediately relevant for execution (as spec-
ified by imr(P )) but for which there is no knowledge
in the configuration’s world. The status of a resource
does not change until an action-labeled transition oc-
curs; moreover, actions erase all previous knowledge
of the configuration’s world (see law (Act)). Nonde-
terministic transitions are possible from configurations
containing all necessary knowledge regarding the state
of resources.

With this view of computation in mind, we partition
S as follows:

Sn = {
(P,W) ∈ S | imr(P )− res(W)= ∅},

the set ofnondeterministic configurations, and

Sp = {
(P,W) ∈ S | imr(P )− res(W) �= ∅},

the set ofprobabilistic configurations.
The operational semantics of PACSR-lite processes

is given as a combination of two labeled transition
relations:

�→⊂ Sp × [0,1] × Sn

is the probabilistic transition relation and

→⊂ Sn × Act× S

is the nondeterministic transition relation. We write
elements of�→ as (P,W)

p�→ (P ′,W ′) and elements
of → as(P,W)

α→ (P ′,W ′).

The probabilistic transition relation is given by
the rule (PROB) in Table 1. Note that configuration
(P,W) evolves into(P,W ∪ Z2) which is, by defin-
ition, a nondeterministic configuration. Further, it can
be shown that for alls ∈ Sp ,∑

{|p | (s,p, s′) ∈ �→|} = 1,

where{| and|} are multiset brackets and the summation
over the empty multiset is 1.

The nondeterministic transition relation is given
by rules (Act), (Sum), and (Hide) of Table 1. The
symmetric version of rule (Sum) has been omitted.
Note that in rule (Act), the occurrence of an action
A re-initializes the world to∅. It can be shown that
the semantics of PACSR-lite processes define alter-
nating transition systems, that is, transition systems
where nondeterministic and probabilistic states alter-
nate [4].

To illustrate the semantics, consider process{r1, r2} :
P , which, in a world where resourcer1 is up andr2
is down, may evolve toP . Let p(r1) = p(r2) = 0.5.
Then, by (PROB),({r1, r2} : P,∅) 0.25�−→ ({r1, r2} : P,W }),
for eachW ∈W({r1, r2}), and, by (Act),

({r1, r2} : P, {r1, r2}
) {r1,r2}−→ (P,∅),

whereas the remainder of the configurations have no
transitions.
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4. Strong bisimulation

We introduce the notion of (strong) bisimulation [8,
10] for PACSR-lite processes. It captures formally
the notion that equivalent systems exhibit the same
behavior, including probabilistic behavior, at their
interfaces with the environment. Our definition of
probabilistic strong bisimulation is closely related to
those studied by [6,4].

Definition 4.1. For s ∈ S andM ⊆ S,

µ(s,M)=
∑
s ′∈M

{|p | (s,p, s′) ∈ �→|}.

That is,µ(s,M) denotes the probability thats may
perform a probabilistic transition to a configuration
in M.

Definition 4.2. An equivalence relationR ⊆ S × S is
a strong bisimulationif, wheneversR t

(1) for all α ∈ Act, if s, t ∈ Sn ands
α→ s′ thent

α→ t ′
ands′ R t ′;

(2) for allM ∈ S/R, if s, t ∈ Sp ,µ(s,M)= µ(t,M).

Two configurationss andt arestrong bisimulation
equivalent, written s ∼ t , if there exists a strong
bisimulationR such thatsR t .

Thus, two configurations are related by a strong
bisimulation R if they can reach all equivalence
classes of the relation with the same probability and
they can simulate each other’s behavior. It can be
shown that∼ is the largest strong bisimulation [4].

We say that two PACSR-lite processesP and
Q are bisimilar, writtenP ∼ Q, when their initial
configurations are bisimilar; i.e.,(P,∅) ∼ (Q,∅). It
can be proved that∼ is a congruence with respect to
the PACSR-lite operators.

5. The laws

Tables 2 and 3 contain our axiomatization of strong
bisimulation for PACSR-lite, which we refer to asA.
We shall subsequently show thatA is a sound and
complete axiomatization of strong bisimulation. In the
sequel, we will use the equality symbol “=” when two
processes can be shown to be equivalent usingA.

Table 2
Laws for sum and hiding

Choice(1) P + NIL = P

Choice(2) P + P = P

Choice(3) P +Q=Q+ P

Choice(4) (P +Q)+R = P + (Q+R)

Hide(1) NIL\\I = NIL

Hide(2) (P +Q)\\I = (P\\I )+ (Q\\I ) if imr(P )∩ imr(Q) ∩ I = ∅
Hide(3) (A : P)\\I = (A : (P\\I ))\\res(A)∩ I

Hide(4) P\\I\\J = P\\I ∪ J

Hide(5) P\\∅ = P

Hide(6) P\\I = P\\I ∪ {r} if r /∈ res(P )

Down A : P = NIL , if for somer ∈A,p(r)= 0

Up A : P\\I = ((A− {r}) : P)\\I, r ∈A∩ (I ∪ I ),p(r)= 1

Rename P\\I = P [r ′/r]\\(I − {r})∪ {r ′} if r ∈ I, r ′ /∈ res(P ) andp(r)= p(r ′)



A. Philippou et al. / Information Processing Letters 80 (2001) 3–13 7

Table 3
Laws for reintroduction of hidden resources

Extend (
∑

i∈I Ai : Pi)\\V = (
∑

j∈I,r /∈Aj (Aj ∪ {r}) : Pj + (Aj ∪ {r}) : Pj )
+∑

j∈I,r∈Aj Aj : Pj )\\V wherer ∈ V

Standard(1) (
∑I

i=1
∑Ji

j=1
∑Ki

k=1(Aik ∪Bij ) : Pik)\\V
= (
∑I

i=1
∑Ki

k=1(Aik ∪Ci) : Pik)\\V ∪ {ρ1, . . . , ρI }

if ∃W ∈ W(
⋃
i,j Bij ) ∀i, j ·Bij �⊆W , and

wheneveri, j �=m,n, res(Bij )= res(Bmn), Bij �= Bmn and

where
⋃
i,j Bij ⊆ V, (

⋃
i,k Aik)∩ V = ∅,

Ci =⋃
1�j<i {ρj } ∪ {ρi}, whereρ1, . . . , ρI are fresh

resources, such thatp(Ci)=∑Ji
j=1 p(Bij )

Standard(2) (
∑I

i=1
∑Ji

j=1
∑Ki

k=1(Aik ∪Bij ) : Pik)\\V
= (
∑I

i=1
∑Ki

k=1(Aik ∪Ci) : Pik
if ∀W ∈W(

⋃
i,j Bij ) · ∃i, j Aik ∪Bij ⊆W , and

wheneveri, j �=m,n, res(Bij )= res(Bmn), Bij �= Bmn and

where
⋃
i,j Bij ⊆ V, (

⋃
i,k Aik)∩ V = ∅,

Ci =⋃
1�j<i {ρj } ∪ {ρi}, 1 � i � I − 1, CI = {ρ1, . . . , ρI−1},

whereρ1, . . . , ρI−1 are fresh resources, such that

p(Ci)=∑Ji
j=1 p(Bij )

Law Hide(2) describes how the hiding operator dis-
tributes over summation. In order to push a summa-
tion outside a hiding operator, we must ensure that no
pair of summands share any bound resources; other-
wise a resource that was shared by the two summands
of the left-hand side process will become two differ-
ent resources in the right-hand side. This can result in
processes that exhibit different probabilistic behavior.
Law Down states that a process which is only willing
to engage in an action involving a failed resource is in
fact a failed process, and law Up shows that employing
a bound resource that never fails is equivalent to not
using the resource at all. Law Rename establishes the
equivalence of processes that only differ by a change
of bound resources that have the same probability of
failure.

The laws of Table 3 are central for the complete-
ness of the strong bisimulation characterization. Law
Extend allows us to rewrite a summation of prefixes
by enriching each summand with information about

the state of a new hidden resource, thus replacing
each processA : P with the summation(A ∪ {r}) :
P + (A∪ {r}) : P , assumingr /∈ res(A).

Laws Standard provide a standard form for a sum-
mation of processes. Each of the laws assumes that all
summands of the left-hand side process have the same
hidden resources, although different summands may
concern different worlds of these resources. Then, it
identifies the possible observable behaviors

∑
k Ak ∪

Bi : Pk that can arise in a single world of the hidden
resources,Bi , and finally groups together the worlds
Bij which present the same observable behaviors,∑Ji

j=1

∑Ki

k=1(Aik ∪ Bij ) : Pik . On the right-hand side
of the laws each of these similar branches of branches
(of which it is assumed there areI ) is collapsed into a
single set of branches

∑Ki

k=1(Aik ∪ Ci) : Pik , which
involves a world of some newly-defined hidden re-
sources,{ρi}i . The number of new resources used dif-
fers in the two laws: Law Standard(1) covers the case
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where theBij ’s do not constitute all worlds of the hid-
den resources of the process, that is, there exists at
least some world of the hidden resources for which no
behavior is defined. Then,I new resources are used,
and Ci = ⋃

1�j<i{ρj } ∪ {ρi}, for all i, 1 � i � I .
Law Standard(2) handles the case where behavior is
described for all worlds of the hidden resources. In
this caseI − 1 resources are used and theI possible
behaviors of the process are captured by the resource
combinationsCi =⋃

1�j<i{ρj }∪ {ρi}, 1� i � I −1,
CI = {ρ1, . . . , ρI−1}. Thus, a set of new resources is
used to create a number of mutually exclusive worlds,
each of which is used to represent different behaviors
of the left-hand side process. The probabilities of each
of the required resources can be obtained by solving
the set of equations

p(Ci)=
Ji∑
j=1

p(Bij ), for all i.

It can be shown that a unique solution exists to this
set of equations with each of the solutions in[0,1], as
required. In particular, we have that,

if
Ji∑
j=1

p(Bij )= πi,

0< p(ρi)= πi

1−∑i−1
i=1πi

� 1.

We illustrate the intuition behind the two Standard
laws with two examples. First, letI = 1 and J1 =
K1 = 2. Then, assuming all resources are hidden and
omitting the indexi, the left-hand side process of both
Standard laws isP = (B1 : P1 + B1 : P2 + B2 : P1 +
B2 : P2)\\V . Fig. 1(a) gives the transitions for(P,∅).
Law Standard(1) allows us to merge the probabilistic

Fig. 1. Law Standard(1).

branches that lead to the same processes, arriving at a
bisimilar process

Q= (C : P1 +C : P2)\\V ∪C,

as illustrated in Fig. 1(b). In this case,C = {ρ} with
p(C)= p(B1)+ p(B2). For a more detailed example,
consider the process

P = ({r1, r2} : P1 + {r1, r2} : P2 + {r1, r2} : P3

+ {r1, r2} : P3
)\\{r1, r2}.

If both resourcesr1, r2 are available,P can silently
evolve into eitherP1 or P2. If either one of the re-
sources is available,P can evolve intoP3. Otherwise,
P is deadlocked. We need to group together the cases
whereP evolves intoP3 into a single term, introduc-
ing new hidden resources in order to match the proba-
bility of arriving atP3. Applying Law Standard(1), we
obtain the process

Q = ({ρ1} : P1 + {ρ1} : P2 + {ρ1, ρ2} : P3
)\\

{r1, r2, ρ1, ρ2},
where the failure probabilities are assigned toρ1 and
ρ2 in such a way thatp(ρ1)= p(r1) · p(r2) andp(ρ1) ·
p(ρ2)= p(r1) · p(r2)+ p(r1) · p(r2).

6. Soundness

Brémond-Grégoire et al. [2] provide a sound ax-
iomatization for the nonprobabilistic process algebra
ACSR. We note that every PACSR-lite term is also an
ACSR term, and that all Choice and Hide laws in Ta-
ble 2 hold for ACSR as well. We refer to these laws
asA′. Their soundness with respect to probabilistic
strong bisimulation can be derived as a consequence
of these facts. In the sequel we will useP =′ Q to de-
note thatP andQ can be shown to be equivalent by
using lawsA′, ∼′ to refer to strong nonprobabilistic
bisimulation, and→′ to refer to the transition relation
of ACSR, as defined in [2]. We introduce the notion
of compatibility between PACSR-lite processes as fol-
lows.

Definition 6.1. An equivalence relationR ⊆∼′ is a
compatibility relationif, wheneverP RQ,
(1) imr(P )= imr(Q), and

(2) for all α ∈ Act, if P
α→′

P ′ thenQ
α→′

Q′ and
P ′ RQ′.
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Two processesP andQ arecompatible, if there exists
a compatibility relationR such thatP RQ.

A useful fact that we will be using is that ifP =′ Q
thenP andQ are compatible to each other. This can be
easily proved by induction on the size of the=′-proof.

The following theorem achieves that, if two PACSR-
lite processes can be shown to be equivalent by using
laws inA′, then they are bisimilar.

Theorem 6.2. If P =′ Q thenP ∼Q.

Proof. Let

R = {
((P,∅), (Q,∅)) | P , Q are compatible

} ∪{
((P,W), (Q,W)) | P , Q are compatible,

(P,W), (Q,W) ∈ Sn
}
.

The proof involves showing thatR ⊆∼. This follows
easily given the compatibility of the processes in
the two types of configurations. Then, sinceP =′
Q implies thatP and Q are compatible, we may
conclude thatP ∼Q as required. ✷

It remains to establish the soundness of laws Re-
name, Down, Up, and the laws of Table 3.

Lemma 6.3. If P andQ are related by the laws Re-
name, Down, Up, Extend, Standard(1), or Standard(2),
thenP ∼Q.

Proof. The proof follows easily from the definition
of strong bisimulation. We consider the two most
interesting laws:

Extend Let

P ≡
(∑

i∈I
Ai : Pi

)
\\V

and

Q ≡
( ∑
j∈I,r /∈Aj

(
(Aj ∪ {r}) : Pj + (Aj ∪ {r}) : Pj

)
+

∑
j∈I,r∈Aj

Aj : Pj
)

\\V, r ∈ V.

Clearly, {r} ∪ imr(P ) = imr(Q). For each worldW
where (Q,W) ∈ Sn, (P,W) ∈ Sn and (P,W) has
exactly the following transitions:

(1) if r /∈Ai and eitherAi ∪{r} ⊆W orAi ∪{r} ⊆W ,

then(P,W)
Ai−V−→ (Pi,W) and

(2) if r ∈Ai andAi ⊆W , then(P,W)
Ai−V−→ (Pi,W).

(Q,W) has exactly the same transitions. Ifr ∈ imr(P )

thenimr(P )= imr(Q), and(P,∅) p�→ (P,W) iff (Q,∅)
p�→ (Q,W). Otherwise, for everyW such that(P,∅) p�→
(P,W), Q reaches, with the same probabilityp,
the set{(Q,W ∪ {r}), (Q,W ∪ {r})}, where, clearly,
(Q,W ∪ {r})∼ (Q,W ∪ {r}). The result follows.

Standard(1) Let P , Q denote the left-hand and
right-hand sides of this law, respectively. We prove the
soundness of a restricted version of this law whereP ,
Q have no free resources andKi = 1, for all i. This
allows us to concentrate on the essence of the law, that
is, the effect of renaming bound resources. The full
result follows easily given that the processes on each
side of the equation have the same behavior under each
valuation of the bound resources. Let

P ≡
(

I∑
i=1

Ji∑
j=1

Bij : Pi
)

\\V

and

Q≡
(

I∑
i=1

Ci : Pi
)

\\V ∪ {ρ1, . . . , ρI }.

We observe that both processes can evolve into the
equivalence classesMi = [∅ : Pi ]∼,1 � i � I and
the equivalence class[NIL ]∼. Then, µ(P,Mi ) =∑Ji

j=1 p(Bij ) = p(Ci) = µ(Q,Mi ). Therefore,P ∼
Q. ✷

7. Completeness of the axiomatization

In this section we will prove that the laws given
in Tables 2 and 3 are complete for PACSR-lite. The
completeness proof is carried out in the standard way:
First, we develop a kind of standard set of equations
and show that it is satisfied by any PACSR-lite process.
We then show that two bisimilar processes can be
shown to satisfy a common set of standard equations
and, finally, we appeal to the result that such sets of
equations have a unique solution up to bisimulation.
While this approach may seem unnecessarily compli-
cated, given that PACSR-lite processes exhibit only fi-
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nite behaviors, we want to be able to reuse the argu-
ments for the case of the full PACSR which uses re-
cursion to express infinite behaviors.

7.1. Standard set of equations

In this section we show that anyP ∈ Pr provably
satisfies a particular set of equations. LetX̃ be a set
of variables andH̃ be terms. We say that a process
P provably satisfies a set of equationsS : X̃ = H̃ if
there is a set of terms̃P = {P1,P2, . . . ,Pn} such that
P̃ = H̃ [P̃ /X̃] andP = P1.

A set of equationsS : X̃ = H̃ is said to bestandard
if for all i � 1

Xi =
(∑
j∈Ji

∑
k∈Ki

Ajk ∪Bj :Xjk

)
\\Vi,

whereXi,Xjk ∈ X̃, for all i, j, k, and
(1)

⋃
j∈Ji,k∈Ki

Ajk ∩ Vi = ∅, Ajk ⊆ fr(X1), and for
all r ∈⋃j∈Ji,k∈Ki

Ajk, p(r) �= 0,
(2)

⋃
j∈J Bj = Vi and for all r ∈ ⋃j∈Ji Bj , p(r) /∈

{0,1}, and
(3) for all jl, jm ∈ Ji , jl �= jm, eitherBjl ⊆ Bjm or

Bjm ⊆ Bjl .
Note in this definition that the hide operator cannot
be eliminated from standard sets of equations: the
probabilistic information that accompanies a hidden
resource is necessary for defining the semantics of
a process and it cannot be encoded by any other
means. (In ACSR this is possible and standard sets of
equations can be given as unrestricted summations.)
However, the Hide laws allow us, after possibly
renaming some resources, to partially push the hiding
operators inwards in a given process. Thus in a
standard set of equations, an equation contains the
summation of a set of prefixed variables restricted only
by resources immediately relevant to the process. The
conditions stipulate thatAjk are the visible resources
of the process, all of which have non-zero probability,
andVi =⋃

j∈J Bj the hidden resources, all of which
have probability 0< p < 1. Moreover, theBj ’s
represent mutually distinct worlds.

We will show that everyP ∈ Pr satisfies a standard
set of equations. Before doing this we present a useful
lemma.

Lemma 7.1. SupposeP provably satisfies a standard
set of equationsS. ThenP\\V and P [x/y], where

y ∈ br(P ), x is a new name, andp(x) = p(y), also
satisfy standard sets of equations.

Proof. The proof follows by explicitly constructing
the sets of standard equations satisfied byP\\V and
P [x/y], transforming the set of standard equations
satisfied byP . ✷
Theorem 7.2. Every PACSR-lite processR provably
satisfies a standard set of equations.

Proof. By induction on the structure ofR. We present
the most interesting case:R = P +Q. By the induc-
tion hypothesis,P provably satisfiesS : X̃ = H̃ andQ
provably satisfiesT : Ỹ = G̃. This implies that there
exist termsP̃ andQ̃ such thatP = P1 andQ = Q1
andP +Q has the form(∑
j∈J1

∑
k∈K1

Ajk ∪Bj : Pjk
)

\\V

+
(∑
l∈L1

∑
m∈M1

Clm ∪Dl :Qlm

)
\\U.

Using Rename, we can rewrite both summands
so that all the bound immediate resources of each
summand are fresh and different from the resources of
the other summand. Then using Hide(6) and Hide(2)
we can pull the hide operation to the outer level of the
term, andP +Q:

=
(∑
j∈J1

∑
k∈K1

Ajk ∪B ′
j : P ′

jk

)
\\V ′

+
(∑
l∈L1

∑
m∈M1

Clm ∪D′
l :Q′

lm

)
\\U ′

=
(∑
j∈J1

∑
k∈K1

Ajk ∪B ′
j : P ′

jk

+
∑
l∈L1

∑
m∈M1

Clm ∪D′
l :Q′

lm

)
\\V ′ ∪U ′,

where, ifỹ1 = res(
⋃

j Bj )∩res(Q), ỹ2 = res(
⋃

l Dl)∩
res(P ), and x̃1, x̃2, are fresh resources such that
for all i, j , p(x1i ) = p(y1i ), p(x2j ) = p(y2j ), V

′ =
V [x̃1/ỹ1], P ′

jk = Pjk[x̃1/ỹ1], B ′
l = Bl [x̃1/ỹ1], and

U ′ =U [x̃2/ỹ2], Q′
lm =Qlm[x̃2/ỹ2], D′

l =Dl[x̃2/ỹ2].
To transform the above process to standard form

and in particular to satisfy condition (1), we will
need to apply Laws Extend and Standard. First, we
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close the summands of the process with information
about all immediate hidden resources of the process by
applying Law Extend once for everyr ∈⋃j∈J1

B ′
j ∪⋃

l∈L1
D′
l to obtain:(∑

n∈N

∑
j∈J1

∑
k∈K1

Ajk ∪B ′
j ∪En : P ′

jk

+
∑
n∈N ′

∑
l∈L1

∑
m∈M1

Clm ∪D′
l ∪ Fn :Q′

lm

)
\\V ∪U ′,

where the
⋃

n∈N En are the possible combinations
of the immediate bound resources of processQ,⋃

l∈L1
D′
l , and similarly, the

⋃
n∈N ′ Fn are the possible

combinations of the immediate bound resources of
processP ,

⋃
j∈J1

B ′
j . Now it remains to rearrange the

last two summands in the style of the left-hand side of
the Standard-laws by grouping together all processes
that can take place under the same evaluation of
the hidden resources, and then isolating all worlds
that exhibit the same behavior. So, using Choice(3),
Choice(4) and finally Standard ((1) or (2) depending
on theB ′

ij ’s), we have that

P +Q

=
(∑

i∈I

∑
j∈Ji

∑
k∈Ki

A′
ik ∪B ′

ij :R′
ik

)
\\V ∪U ′

=
(∑

i∈I

∑
n∈Ni

A′
in ∪Ci :Rin

)
\\V ∪U ′ ∪ ρ̃

=
(∑

i∈I

∑
n∈Ni

A′
in ∪Ci : (Rin\\V ∪U ′)

)
\\ρ̃,

where for all il �= im eitherCil ⊆ Cim or Cim ⊆ Cil .
Further, by Laws Down and Up,

P +Q=
(∑

i∈I

∑
n∈Ni

A′
in ∪C′

i : (Rin\\V ∪U ′)
)

\\ρ̃′,

whereC′
i = {r | p(r) �= 1, r ∈Ci} andρ̃′ = res(

⋃
i C

′
i ).

Since eachRin is either aP ′
jk = Pjk[x̃1/ỹ1], or a

Q′
lm = Qlm[x̃2/ỹ2], and by the induction hypothe-

sis eachPjk , Qlm provably satisfies a standard set of
equations, by Lemma 7.1, eachRin satisfies a standard
set of equationsSin : X̃in = H̃ in with distinguished

variableXin
1 . ThenP +Q, satisfies the standard set of

equations:{
X1 =

(∑
i∈I

∑
n∈ni

A′
in ∪C′

i :Xin
1

)
\\ρ̃′

}⋃
i,n

Sin. ✷

7.2. Common set of standard equations

Theorem 7.3. Let P and Q provably satisfy two
standard sets of equationsS and T . If P and Q

are bisimilar, then there exists a third standard set of
equationsS′ satisfied by bothP andQ.

Proof. We will again restrict our attention to processes
with standard sets of equations containing no visible
resources, andKi = {1}. This allows us to focus on
the central aspects of the proof that involve the renam-
ing of bound resources.

Suppose that̃X andỸ are disjoint sets of variables,
and that the given sets of equations areS : X̃ = H̃ ,
T : Ỹ = G̃. Further, letP̃ and Q̃ be such that̃P =
H̃ [P̃ /X̃], Q̃ = G̃[Q̃/Ỹ ], with P = P1, Q=Q1, so
that

Pi =
(∑
j∈Ji

Bj : Pj
)

\\Ui, and

Qi =
(∑
l∈Li

Dl :Ql

)
\\Vi.

Let us consider the relationR such that(u, v) ∈ R
iff Pu ∼ Qv . Clearly, (1,1) ∈ R. Let (u, v) ∈ R and
considerPu andQv . Suppose that there existsW ∈
W(

⋃
j Bj ) such that for allj , Bj �⊆ W . (The other

case follows similarly with the exception that law
Standard(2) is used instead of Standard(1).) We may
construct a partitionΛ= {j̃1, . . . , j̃n} of Ju, such that
if j, j ′ ∈ j̃λ, Pj ∼ Pj ′ , and vice versa. Similarly, let
Λ′ = {l̃1, . . . , l̃n′ } be the equivalent partition ofQv .
Since Pu and Qv must have equal transitions, the
following statement is true:

n= n′, and for each̃jλ ∈Λ, there exists̃lλ′ ∈Λ′
such that for anyj ∈ j̃λ, l ∈ l̃λ′ , (j, l) ∈ R,∑
j∈j̃λ

p(Bj )=
∑
l∈l̃λ′

p(Dl).
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ThusPu andQv can be rewritten as follows

Pu =
(

n∑
λ=1

∑
j∈j̃λ

Bj : Pj
)

\\Uu,

Qv =
(

n∑
λ=1

∑
l∈l̃λ

Dl :Ql

)
\\Vv,

where we assume that the summations are ordered so
that for all 1� λ � n, classesj̃λ, l̃λ are matching, in
the sense of the above statement.

However, despite the bisimilarity of the two proces-
ses and the fact that they have the same cumulative
probability of reaching each equivalence class of∼,
they may be using different sets of bound resources
and thus may have different branching structures. Our
intention is to show thatPu andQv can be rewritten
into equal processes having identical branching struc-
tures. To do this we will employ a set of new hid-
den resources, and rewrite the two processes in such
a way that each probabilistic transition of the initial
processes with probabilityp is replaced by a set of
probabilistic transitions with cumulative probability
p. In particular, given an equivalence classλ we will
use the greatest common divisor,γλ, of the probabili-
tiesp(Bj ), p(Dl), wherej ∈ j̃λ, l ∈ l̃λ, and, ifp(Bj )=
p, we will replace the termBj : Pj by a summation of
the form

∑
ν∈Nj

ρ̃ν : Pj , where eachp(ρ̃ν) = γλ and
|Nj | = p/γλ, for some appropriately chosen worlds of
bound resources̃ρν . A similar treatment will be ap-
plied for each termDl :Ql . This will ensure that both
resulting processes have exactly the same probabilistic
transitions to each equivalence class of∼. We achieve
this as follows:

For everyλ, let γλ be the greatest common divisor
of the probabilitiesp(Bj ), p(Dl), for all j ∈ j̃λ, l ∈ l̃λ.
Further, let

∆λ =
∑

j∈j̃λ p(Bj )

γλ
and ∆=

∑
λ

∆λ.

By the definition ofγλ,∆λ and thus∆ are integers. Let
ρ̃uv = ρ1, . . . , ρ∆, be new resources and̃ρ1, . . . , ρ̃∆,
mutually exclusive worlds involving these resources,
as defined in Law Standard(1), such that the first
∆1 worlds have probabilityγ1, the next∆2 worlds
probabilityγ2, and so on. Finally, ifj ∈ j̃λ, let δλj =
p(Bj )/γλ, and let

∆λ
j =

{∑
λ′<λ

∆λ +
∑
r<j

δλr + 1,
∑
λ′<λ

∆λ +
∑
r<j

δλr + 2,

. . . ,
∑
λ′<λ

∆λ +
∑
r�j

δλr

}
.

Similarly, if l ∈ l̃λ, let ελl = p(Dl)/γλ, and let

Eλ
l =

{∑
λ′<λ

∆λ +
∑
r<l

ελr + 1,
∑
λ′<λ

∆λ +
∑
r<l

ελr + 2,

. . . ,
∑
λ′<λ

∆λ +
∑
r�l

ελr

}
.

We may see that
⋃

λ,j {∆λ
j } and

⋃
λ,l{Eλ

l } are parti-
tions of {1, . . . ,∆}. By laws Extend and Standard(1),
we have that the two processes satisfy the following
equations:

Pu =
(

n∑
λ=1

∑
j∈j̃λ

∑
ν∈∆λ

j

ρ̃ν : Pj
)

\\ρ̃uv,

Qv =
(

n∑
λ=1

∑
l∈l̃λ

∑
ν∈Eλ

l

ρ̃ν :Ql

)
\\ρ̃uv.

Let X̃′ and Ỹ ′, be disjoint sets of variables, and
consider the sets of equationsS′ : X̃′ = H̃ ′, T ′ : Ỹ ′ =
G̃′, where

X′
u =

(
n∑

λ=1

∑
j∈j̃λ

∑
ν∈∆λ

j

ρ̃ν :X′
j

)
\\ρ̃uv,

Y ′
v =

(
n∑

λ=1

∑
l∈l̃λ

∑
ν∈Eλ

l

ρ̃ν : Y ′
l

)
\\ρ̃uv .

It can be shown thatS′ andT ′ are satisfied byP and
Q, respectively.

Let us now consider the set of equationsZ̃ = F̃ ,
defined for all(u, v) ∈R by

Zu,v =
(

n∑
λ=1

∆∑
ν=1

∑
(j,l)∈Kuvν

ρ̃ν : Zj,l
)

\\ρ̃uv

with Kuvν = {(j, l)} s.t. ρ̃ν : Pj is a summand ofPu,
ρ̃ν : Ql is a summand ofQv , (j, l) ∈ R. Again, it is
easy to prove that this is a set of standard equations.

Now take the set of processesRj,l = Pj , for
all l. TermsFi,j [R̃/Z̃] contain the same summands
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as H ′
i [P̃ /X̃′]. In particular,F1,1[R̃/Z̃] = P1 = P .

HenceP satisfies this new set of equations. A similar
reasoning can be applied to show thatQ satisfies the
same set of equations. This completes the proof.✷
7.3. Unique solution

We now have to prove that if two processes satisfy
the same set of standard equations, they are bisimilar.
Such is the objective of the following theorem. Its
proof follows exactly the proof given by Milner [9].

Theorem 7.4. A set of standard equations has a
unique solution up to a bisimulation.

Since, by Theorem 7.3, ifP ∼ Q then P and
Q satisfy a common set of standard equations, by
Theorem 7.4 we have the final result:

Theorem 7.5. For any two processesP and Q, if
P ∼Q thenP =Q.

8. Conclusions

We have presented a sound and complete axiomati-
zation of strong bisimulation for PACSR-lite: a frag-
ment of the resource-oriented process algebra PACSR.
The key technical hurdle was to axiomatically charac-
terize the effects of resource hiding in a probabilistic
setting. As ongoing work, we are extending the axiom-
atization to the full PACSR.
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