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Abstract—A telecommunication company (telco) is tradition-
ally only perceived as the entity that provides telecommunication
services, such as telephony and data communication access to
users. However, the radio and backbone infrastructure of such
entities spanning densely most urban spaces and widely most
rural areas, provides nowadays a unique opportunity to collect
immense amounts of data that capture a variety of natural
phenomena on an ongoing basis, e.g., traffic, commerce, mobility
patterns and user service experience. The ability to perform
analytics on the generated big data within tolerable elapsed time
and share it with key smart city enablers (e.g., municipalities,
public services, startups, authorities, and companies), elevates the
role of telcos in the realm of future smart cities from pure network
access providers to information providers. In this tutorial, we
overview the state-of-the-art in telco big data analytics by
focusing on a set of basic pillars, namely: (i) background and
respective architectures; (ii) real-time analytics and detection;
(iii) experience, behavior and retention analytics; (iv) privacy;
and (v) storage. We also present experiences from developing an
innovative such architecture and conclude with open problems
and future directions.
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I. INTRODUCTION

A telecommunication company (telco) is the entity that
provides telecommunication services, such as telephony and
data communication access to users. The rapid expansion of
broadband mobile networks, the pervasiveness of smartphones,
and the introduction of dedicated Narrow Band connections
for smart devices and Internet of Things (NB-IoT) [1], [2]
have contributed to the expansion of the radio and backbone
infrastructure of such entities in a way that these nowadays
span densely most urban spaces and widely most rural areas.
This has lead to the generation of very large amounts and
variety of spatiotemporal big data that encapsulate a wide
range of natural phenomena on an ongoing basis, e.g., traffic,
commerce, mobility patterns and user service experience.

Consider a telco in the city of Shenzhen, China, which
serves 10 million users and produces STB per day [3] (i.e.,
thousands to millions of records every second). Huang et al. [4]
break their 2.26TB per day Telco Big Data (TBD) down as
follows: (i) Business Supporting Systems (BSS) data, which is
generated by the internal work-flows of a telco (e.g., billing,
support), accounting to a moderate of 24GB per day and; (ii)
Operation Supporting Systems (OSS) data, which is generated
by the Radio and Core equipment of a telco, accounting to
2.2TB per day and occupying over 97% of the total volume.

Data exploration queries over such TBD are of great
interest to both the telco operators and the smart city enablers
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(e.g., municipalities, public services, startups, authorities, and
companies), as these allow for interactive analysis at various
granularities, narrowing it down for a variety of tasks. Effec-
tively storing and processing TBD workflows can unlock a
wide spectrum of challenges, ranging from churn prediction
of subscribers [4], city localization [5], 5G network optimiza-
tion / user-experience assessment [6]—[8], optimizing public
transportation [9] and road traffic mapping [10], [11]. Data
exploration and visualization might be the most important tools
in the big data era [7], [9], [12]-[16], where decision support
makers, ranging from CEOs to front-line support engineers,
aim to draw valuable insights and conclusions visually.

Our tutorial will tackle the topic of telco big data from a
wide range of perspectives: fundamentals, definitions, current
state, academic & industrial perspective, reality & visionary
scenarios as well as future challenges. The tutorial captures the
big picture, such that interested researchers and practitioners
can expand their study by following the references. Our presen-
tation is carried out through the lens of an experimental TBD
architecture we developed at the University of Cyprus, coined
SPATE [7], which is a SPAtio-TEmporal framework that uses
both lossless data compression and lossy data decaying (i.e.,
Data Postdiction [17]) to ingest large quantities of TBD in the
most compact manner.

Compression refers to the encoding of data using fewer bits
than the original representation and is important as it shifts the
resource bottlenecks from storage- and network-1/O to CPU,
whose cycles are increasing at a much faster pace [18]-[20]. It
also enables data exploration tasks to retain full resolution over
the most important collected data. Decaying on the other hand,
as suggested in [21], refers to the progressive loss of detail
in information as data ages with time until it has completely
disappeared (the schema of the database does not decay [22]).
This enables data exploration tasks to retain high-level data ex-
ploration capabilities for predefined aggregates over long time
windows, without consuming enormous amounts of storage.

Our tutorial aims to provide an extensive coverage of
TBD research, which falls under the following categories: (i)
background on TBD and respective architectures; (ii) real-time
analytics and detection; (iii) experience, behavior and retention
analytics; (iv) privacy; and (v) storage. There is also traditional
telco research not related to big data, rather comprises of topics
related to business (BSS) data in relational databases. The
given presentation should allow the audience to grasp basic
and advanced concepts ranging from the anatomy of a telco
network and the structure of TBD all the way up to applications
and benefits of TBD. We will conclude the tutorial with the
presentation of the challenges and opportunities in the field.



To our knowledge, this is the first tutorial covering ex-
plicitly telco big data and this stems directly from our recent
work on the subject covered in [7] [23] [17] and the TBD
Awareness project!. The tutorial builts upon the experiences
and preliminary feedback we got from an earlier presentation
of the tutorial at IEEE MDM’18 [24]. We believe that the
tutorial will be informative to both academics and practitioners
creating vibrant discussions at the conference, as it deals with
an application domain that will receive further attention in the
future as societies move closer to the target of 5G networks.

OUTLINE

In this section we outline the tentative structure of the
tutorial during the conference. The final layout of the tutorial
will be reflected in its presentation available through the
tutorial website 2.

What is Telco Big Data? In this first introductory section we
will discuss a reference TBD architecture and focus on its re-
spective data sources and basic storage and processing pillars.
Particularly, we will start out by overviewing various telco
big data sources, ranging from CDR to Mobile BroadBand
(MBB), i.e., Network Measurement System (NMS) data or
the CHR (Call Trace History) traffic Measurement Recording
feature in Huawei’s RNC and NodeB. We then overview telco
big data identifiers (ICCID, IMSI, IMEI, MSISDN) and a
respective relational diagram that links together the individual
data sources. We will have also have a closer look on the
Key Performance Indicators (KPIs) for a particular type of
TBD analytics (i.e., churn prediction), to get a better sense of
the multiple dimensions envolved in the acquisition of telco
streams. Our discussion in the first section will conclude with
an overview of reference architectures from both the academia
and the industry.

Real-time Analytics and Detection: Zhang et al. [3] devel-
oped OceanRT, which was one of the first real-time TBD ana-
lytic demonstrations. Yuan et al. [25] present OceanST which
features: (i) an efficient loading mechanism of ever-growing
telco MBB data; (ii) new spatiotemporal index structures
to process exact and approximate spatiotemporal aggregate
queries. Iyer et al. [6] present CellIQ to optimize queries such
as “spatiotemporal traffic hotspots” and “hand-off sequences
with performance problems”. It represents the snapshots of
cellular network data as graphs and leverages on the spatial
and temporal locality of cellular network data. Zhu et al. [5]
deal with the usage of telco MR data for city-scale localization,
which is complementary to the scope of our work.

Braun et al. [26] develop a scalable distributed system that
efficiently processes mixed workloads to answer event stream
and analytic queries over telco data. Bouillet et al. [27] develop
a system on top of IBM’s InfoSphere Streams middleware
that analyzes 6 billion CDR per day in real-time. Abbasoglu
et al. [28] present a system for maintaining call profiles
of customers in a streaming setting by applying scalable
distributed stream processing.

Experience, Behavior and Retention Analytics: Huang et
al. [4] empirically demonstrate that customer churn predic-
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tion performance can be significantly improved with TBD.
Although BSS data have been utilized in churn prediction
very well in the past decade, the authors show how with a
primitive Random Forest classifier TBD can improve churn
prediction accuracy from 68% to 95%. Luo et al. [8] propose
a framework to predict user behavior involving more than
one million telco users. They represent users as documents
containing a collection of changing spatiotemporal “words”
that express user behavior. By extracting the users’ space-
time access records from MBB data, they learn user-specific
compact topic features that they use for user activity level
prediction. Ho et. al. [29] propose a distributed community
detection algorithm that aims to discover groups of users that
share similar edge properties reflecting customer behavior.

Privacy: Hu et al. [30] study Differential Privacy for data
mining applications over TBD and show that for real-word
industrial data mining systems the strong privacy guarantees
given by differential privacy are traded with a 15% to 30%
loss of accuracy. Privacy and confidentiality are critical for
telcos’ reliability due to the highly sensitive attributes of user
data located in CDR, such as billing records, calling numbers,
call duration, data sessions, and trajectory information. SPATE
deals with privacy-aware data sharing as a functionality for
next generation smart-city applications.

Storage: Telcos are reaching a point where they are collecting
more data than they could possibly exploit. This has the fol-
lowing two implications: (i) it introduces a significant financial
burden on the operator to store the collected data locally.
Notice that the deep storage of data in public clouds, where
economies-of-scale are available (e.g., AWS Glacier), is not
an option due to privacy reasons; and (ii) it imposes a high
computational cost for accessing and processing the collected
data. Consequently, we claim that the vision of infinitely
storing all IoT-generated velocity data on fast high-availability
or even deep storage will gradually become too costly and
impractical for many analytic-oriented processing scenarios.

From a telco’s perspective, the requirement is to: (i) in-
crementally store big data in the most compact manner, and
(ii) improve the response time for data exploration queries.
These two objectives are naturally conflicting, as conjectured
in [31]. In previous work, custom data management systems
have been designed with the objectives to save storage space
using compression, and speed up temporal range queries using
indices [32]-[35]. None of these considers the notion of
“decay” as expressed in [21], which suggests sacrificing either
accuracy or read efficiency for less frequently accessed data
to save space. We will explore these directions as part of the
SPATE architecture [7] we developed and the TBD-DP (Data
Postdiction) operator [17]. Unlike data prediction, which aims
to make a statement about the future value of some tuple in
a TBD store, data postdiction aims to make a statement about
the past value of some tuple that does not exist anymore,
as it had to be deleted to free up space. TBD-DP relies on
existing Machine Learning (ML) algorithms to abstract TBD
into compact models that can be stored and queried when
necessary. Our proposed TBD-DP operator has the following
two conceptual phases: (i) in an offline phase, it utilizes a
LSTM-based hierarchical ML algorithm to learn a tree of
models (coined TBD-DP tree) over time and space; (ii) in



an online phase, it uses the TBD-DP tree to recover data
with a certain accuracy. We claim that the LSTM model is
capturing the essence of the past through its short and long-
term dependencies, similarly to how the brain retains both
recent information and important old information at a high
resolution.

II. AUDIENCE, RELEVANCE, HISTORY AND DURATION

The goal of this tutorial is to convey a basic and advanced
understanding of the unique characteristics, challenges and
opportunities of telco big data management and how these can
facilitate data engineering research and applications.

Audience: The tutorial is targeted to scientists with a basic un-
derstanding of data management, but no knowledge of indoor
data management or telco big data management technologies
is required. In particular, this tutorial addresses the following
audience:

e  Graduate and Undergraduate Students

e Data Engineering Researchers/Educators

e  Industry Developers
Relevance: This tutorial covers, but is not limited to, the
following ICDE 2019 topics of interest:

e  Data Integration, Metadata Management, and Interop-
erability

Data Stream Systems and Sensor Networks

Data Visualization and Interactive Data Exploration
Database Privacy, Security, and Trust

Distributed, Parallel and P2P Data Management
Database technology for machine learning

Query Processing, Indexing, and Optimization
Temporal, Spatial, Mobile and Multimedia

History: An earlier version of our tutorial has ap-
peared at the 19th IEEE Intl. Conference on Mobile
Data Management on June 28, 2018 in Aalborg, Denmark
(https://dmsl.cs.ucy.ac.cy/tutorials/mdm18/), where it was well
attended and attracted a lot of interest from participants. The
basic aim of repeating this extended tutorial at IEEE ICDE’19
is to publicize the material of telco big data management to a
wider target audience that might capitalize upon the findings
and initiate new research and development projects.

Duration: 1 hour and 30 minutes.
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