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ABSTRACT

The transfer of information over the wireless networks is
emerging as a promising business model. In addition, new
applications require the transfer of video content in real time.
However, the unpredictable nature of wireless and mobile net-
works in terms of bandwidth, end-to-end delay and packet loss
has tremendous impact on the transmission of video streams.
In this paper, we adopt Network Adaptation Techniques ap-
plied together with Content Adaptation Techniques to achieve
graceful performance degradation when network load increases
and network conditions deteriorate. We present a new feedback
mechanism that provides video adaptation to network parame-
ters, working together with a fuzzy-based decision algorithm.
Our preliminary performance evaluations indicate that our al-
gorithm can finely adapt the video stream bit rate to the avail-
able bandwidth while providing fairness as well as high and
stable objective quality of service.

I. INTRODUCTION

The unprecedented spread of heterogeneous, video-enabled de-
vices such as computers, mobile phones, and PDAs has mul-
tiplied the need for video streaming. Increasingly, there is a
voiced need for efficient and effective techniques for adapt-
ing compressed video streams to suit better the different con-
straints, capabilities, and requirements of wireless and mobile
networks, applications, services and end users.

The unpredictable nature of wireless and mobile networks
in terms of bandwidth, end-to-end delay and loss variation, re-
mains one of the most significant problems in video communi-
cations. In this context, video streaming applications need to
implement highly scalable and adaptive techniques in terms of
content encoding and transmission rates in order to cope with
the erroneous and time variant conditions of the network.

Our approach aims at combining Network Adaptation Tech-
niques (NATs) with Content Adaptation Techniques (CATs) in
order to finely adapt the video stream bit rate to the changing
network parameters. NATs deal with the end-to-end adapta-
tion of real time multimedia application needs to the network
parameters using algorithms which take into account the state
and/or load of the network and the type of errors. CATs deal
with adaptation of content to the desirable transmission rate us-
ing primarily scalable video approaches.

We propose a new feedback mechanism that works in con-
junction with a fuzzy decision algorithm. Their performance is
discussed taking into account the influence of a critical control
knob, namely, the decision period T, on the objective quality.
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Figure 1: ADIVIS-based system.

The rest of the paper is organized as follows: Section II. ana-
lyzes the ADIVIS algorithm. Section III. deals with the evalua-
tion setup and scenarios. Section IV. presents some preliminary
results. Section V. concludes the paper.

II. ADAPTIVE FEEDBACK ALGORITHM FOR INTERNET

VIDEO STREAMING

ADIVIS involves an adaptive feedback mechanism for Internet
video streaming and a fuzzy decision algorithm. We assume
that each video stream is encoded in multiple layers stored at
the sender side. The layered video content is transmitted over
an RTP connection.

The feedback mechanism combines receiver’s critical infor-
mation on the perceived quality as well as measurements ob-
tained by the core network in order to evaluate the available
bandwidth of the network path. The estimated available band-
width is then fed into the decision algorithm which decides in a
fuzzy manner the optimal number of layers that should be sent
by adding or dropping layers.

Fig. 1 illustrates a unicast-oriented ADIVIS-based system.
The two outlined components, namely, feedback mechanism
and decision algorithm, focus on the adaptation of the layered
video content to the available network bandwidth. Dashed ar-
rows track the path of control packets whereas solid arrows
track the path of video data packets.

The feedback mechanism collects QoS information (e.g. loss
rate, jitter) from both the core network and the receiver that will
be used for the evaluation of the available bandwidth of the
path between the sender and a receiver. The decision algorithm
which is implemented at the sender side, processes the feed-
back information and decides the optimum number of layers
that will be sent. The role of the feedback and adaptation com-
ponents is to link the quality demand of video-enabled appli-
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cations to the underlying network. Network adaptation should
be assisted by a proper content adaptation technique which is
carried out by layered video encoding.

The remainder of this section is organized as follows: Sec-
tion II-A. deals with layered encoding. Section II-B. presents
the feedback mechanism in detail. Section II-C. analyzes the
main aspects of the fuzzy decision algorithm. Finally Section
II-D. deals with the evaluation of the fuzzy rate controller.

A. Layered Encoding

Layered encoding is suitable for adapting the quantity of data
transmitted by a video server to the capacity of a given network
path. Video streams are encoded in a layered manner in a way
that every additional layer increases the perceived quality of the
stream. Usually a layered video stream consists of a base layer
and several additional enhancement layers. Base layers should
be encoded in a very low rate so as to accommodate for a large
variety of mobile handheld devices as well as terminals con-
nected to the Internet through low bandwidth modem connec-
tions. Additional enhancement layers are added, or dropped,
in order to adapt the content rate to the desirable transmission
rate.

B. Feedback Mechanism

Each receiver sends reception statistics using RTCP packets.
According to [1], special RTCP packets called Receiver Re-
port (RR) packets are sent from participants that are not active
senders carrying reception statistics. The packet loss fraction
within an interval is given by the number of packets expected
divided by the number of lost packets during the interval. The
loss rate per second (LRPS) can be obtained by dividing the
loss fraction by the difference in RRs timestamps. The differ-
ence between two successive LRPS values can be used to track
the increasing/decreasing trend of packet loss percentage.

Additionally, network elements (i.e. routers) may explicitly
notify the sender about the current status of congestion within
the core network. These notifications can be efficiently used for
the evaluation of the available bandwidth. The Explicit Con-
gestion Notification (ECN) mechanism [2], [3] is used for the
notification of congestion to the end nodes in order to prevent
unnecessary packet drops. ECN option allows active queue
management mechanisms as, for example, RED [4] or Fuzzy-
RED [5] to probabilistically mark packets. The number of
marked packets within a given period may provide a meaning-
ful reference about the congestion status.

C. Fuzzy Decision Algorithm

Fuzzy control may be viewed as a way of designing feedback
controllers [6], [5] in situations where rigorous control theo-
retic approaches can not be applied due to difficulties in ob-
taining formal analytical models.

Linguistic variables, a key concept of fuzzy logic control,
take on linguistic values which are words (linguistic terms)
used to describe characteristics of the variables. Our fuzzy con-
trol system is based on two linguistic input variables and one
output variable. All quantities in our system are considered at
the discrete instant kT, with T the decision period.

Our first linguistic input variable involves the LRPS param-
eter. LRPS(kT) is the loss rate per second at each decision
period and LRPS(kT−T) is the loss rate per second with a de-
lay T. The linguistic variable DLRPS(kT) gives the increasing
or decreasing trend of the LRPS and can be evaluated:

DLRPS(kT ) = LRPS(kT ) − LRPS(kT − T ) (1)

The LRPS parameter is lower and upper bounded by 0 and 1
respectively. Thus, DLRPS(kT) ranges from −1 to +1.

For the second input linguistic variable we use the num-
ber of packets that have the ECN bit set within a period, as
a strong indication for congestion. The receiver calculates pe-
riodically this number called NECN (kT). The sender extracts
this value from an RR packet and calculates a scaled parame-
ter, NECNsc(kT), which ranges from −1 to +1, and represents
the percentage of packets marked within this period. Eq. 2 is
used to obtain the scaled parameter NECNsc(kT):

NECNsc(kT ) =
NECN (kT )
Nps(kT )

, (2)

where Nps(kT) is the number of packets sent within the same
period. Therefore, we calculate the parameter DNECNsc(kT),
which gives the increasing or decreasing trend of the number
of marked packets. The DNECNsc(kT) is upper and lower
bounded by +1 and −1 respectively, and can be evaluated by:

DNECNsc(kT ) = NECNsc(kT ) − NECNsc(kT − T ) (3)

The defuzzified output value is selected to range from 0.5 to
1.5. Thus a ’gradual’ increase is allowed when there is avail-
able bandwidth and reduced congestion, whereas quick action
is taken to reduce the rate to half in case of severe congestion.
The output of the fuzzy system could have been a discrete value
indicating directly the number of layers that should be sent. In-
stead, we chose to obtain a crisp value because we wanted our
algorithm to be applicable not only in cases where the video
streams are not encoded in a coarse grained manner but also
when fine grained scalability encoding techniques are applied.
The defuzzified crisp values of a(kT) can be used by the de-
cision algorithm for the evaluation of the available bandwidth
using the following formula:

avail bw(kT ) = a(kT ) ∗ avail bw(kT − T ) (4)

Table 1 involves if-then rule statements which are used to
formulate the conditional statements that comprise fuzzy logic.

Our algorithm has to decide which layers should be sent ac-
cording to the available network bandwidth, based on a non
aggressive layer selection approach. The server will host an ap-
propriate number of layers. Each layer corresponds to a differ-
ent transmission rate. To avoid ping-pong effects there should
not be a transition to an upper level layer every time the avail-
able bandwidth exceeds the threshold of a specific transmission
rate that corresponds to a higher layer. Instead, a time hystere-
sis is introduced in order to avoid frequent transitions from one
layer to another. In a lower layer transition the effect is immedi-



The 18th Annual IEEE International Symposium on Personal, Indoor and Mobile Radio Communications (PIMRC’07)

Table 1: Linguistic Rules1.
a(kT) DNECNsc(kT)

NVBNBNSZ PS PBPVB

DLRPS(kT)

NVB H H B B Z S VS
NB H VB Z Z Z S VS
NS B Z B Z Z S VS
Z B Z Z B Z S VS

PS Z Z Z Z S S VS
PB Z Z Z Z S S VS

PVB S S S SVSVS VS

ate, as we seek quick relief from possible congestion. The time
hysteresis is equal to the time interval between the reception of
two successive RR packets. If the available bandwidth exceeds
the threshold of a specific transmission rate that corresponds to
an upper level layer, then the hysteresis variable is set. When a
new RR packet arrives, if the available bandwidth is still at the
same levels, a transition occurs. More detailed description of
the algorithm can be found in [6].

D. Fuzzy Rate Controller Evaluation

The ability of the fuzzy rate controller to sense the available
bandwidth of a bottleneck link in the presence of multiple CBR
connections which are superimposed progressively, and adapt
the transmission rate of a 1Mbps CBR non trace-based layered
video stream is shown in Fig.2. The bottleneck link bandwidth
is 1Mbps and the CBR cross traffic rate ranges from 200Kbps
to 800Kbps. Fig. 2 depicts the instantaneous transmission
rate of the layered CBR video stream as the CBR cross traffic
rate changes over the time. As shown, the video transmission
rate driven by the fuzzy rate controller, evolves at a slow and
smooth pace in order to respond to network conditions, but also
prevent unnecessarily fluctuations.
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Figure 2: Instantaneous fuzzy traffic rate for CBR cross traffic.

1Table Content Notations: Negative/Positive Very Big (NVB, PVB), Neg-
ative/Positive Big (NB, PB), Negative/Positive Small (NS, PS), Zero (Z), Very
Small/Big (VS, VB), Small/Big (S, B), Medium (M), Huge (H).

III. EVALUATION SETUP AND SCENARIOS

Fig. 3 illustrates the topology we used in the ADIVIS perfor-
mance evaluation. The topology consists of two routers directly
connected with a link having variable characteristics. A video
streaming server is attached to the first router. Mobile wireless
clients are connected to the second router over wireless links.
In order to make our scenarios more realistic we added back-
ground traffic initiated by the FTP server.

    Video
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Figure 3: Evaluation Topology for ADIVIS.

In order to simulate the video traffic patterns, we used ns2
[7] and a well known real test video sequence named Foreman.
It is a stream with a fair amount of movement and change of
background. The sequence has temporal resolution 30 fps and
spatial resolution 176x144. We encoded this sequence using a
publicly available MPEG4 encoder [8] in 8 different bit rates:
64, 96, 128, 192, 256, 384, 512 and 768Kbps. Each encoded
video stream corresponds to a separate layer.

We set the maximum buffer capacity to 50 packets and RED
parameters as shown: (minth,maxth, pmax) = (10, 30, 0.1).
Moreover the interval T between transmissions of RR packets
was set to 0.5 seconds. The selection of 0.5 seconds is dictated
by the desire to maintain responsiveness to changes in the net-
work state. Further analysis of T compared with the quality of
the received video stream is given in Section IV-C.

Moreover, the link bandwidth is selected to range from
64Kbps to 1Mbps and the propagation delay from 10ms to
800ms. The choice of these parameters was based on the rep-
resentative characteristics of wired and wireless networks.

IV. RESULTS

In this section we analyze the results obtained from the above
scenario evaluations. In Sections IV-A. and IV-B. we present
scenarios involving one and two wireless users respectively.
Section IV-C. presents the inter-RR time influence on objective
quality. Video quality is measured by taking the average Peak
Signal-to-Noise Ratio (PSNR) over all the decoded frames.

A. One mobile user

The effect of propagation delay and link bandwidth on the
PSNR in the absence of cross traffic is presented in Fig. 4. The
results obtained by scenarios where the packet loss is 0% (Fig.
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Figure 4: Mean PSNR vs. Link BW and Prop. Delay, No FTP.

4(a)) reveal that the PSNR values are increasing at a steady
pace (up to 37dB) as the link bandwidth increases. PSNR val-
ues are decreased (less than 20dB) in scenarios where the link
bandwidth is equal to the bit rate of the lowest layer (64Kbps),
since there is a strong possibility of packet loss. Fig. 4(b)
presents the results obtained by scenarios involving packet loss
of 5%. Obviously, PSNR values have been significantly de-
creased compared to those of Fig. 4(a). This is because the
decision algorithm recognizes the high packet drop rates and
strives to maintain an acceptable level of video quality, whilst
satisfying the worsening network state, by sending fewer lay-
ers, resulting in lower PSNR values. As shown in Fig. 4,
when the link bandwidth is high enough to sustain the video
transmission rate, PSNR values are slightly increased for low
delay values because the adaptation evolves at a faster pace.
In the case of low bandwidth links, delayed decisions caused
by longer propagation delays will benefit the system since the
sending rate will be kept in lower levels. This results to higher
PSNR values due to the small number of packets lost, since
rapid changes in the number of layers sent are avoided. Fig.
5 shows PSNR values for scenarios involving background FTP
traffic while the packet loss is 0%. We observe a slight de-
crease in PSNR for scenarios having link bandwidth less or
equal to 256Kbps due to the excessive FTP traffic load. As the
link bandwidth increases (more than 256Kbps), the quality of
a video stream is not severely affected by the FTP traffic since
the decision algorithm adjusts the number of layers sent, ac-
cording to the variable network conditions. We perceive lower
quality for low propagation delay values, because the FTP rate
evolves at a faster and more aggressive pace than in scenarios
with longer delay, due to the inherent characteristics of the un-
derlying TCP protocol, resulting in high drop rates.

B. Two mobile users

Here we compare some of the results obtained previously with
those concerning scenarios involving two mobile users in the
absence of FTP traffic and packet loss. Fig. 6(a) depicts
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Figure 5: Mean PSNR vs. Link BW and Prop. Delay, FTP,
Packet Loss = 0%.

the objective quality evaluations for scenarios involving two
users compared with results involving one mobile user, when
the propagation delay is 10ms. In the case of two users (Fig.
6(a)) our algorithm provides fairness, because no one of the
two users takes advantage over the other, as both users receive
almost the same quality. Expectedly, both users receive lower
video quality than a single user because the two video streams
compete with each other. Fig. 6(b) shows that in two mobile
users scenarios, User 1 receives almost the same quality for
both values of propagation delay. Specifically, the PSNR val-
ues for 10ms are slightly higher than for 400ms whenever the
link bandwidth is high enough to sustain the video transmission
rate. The same behavior is observed in scenarios involving one
mobile user. In general, the quality of video received by each
one of the two mobile users is lower than the quality received
by one mobile user, regardless the propagation delay, because
the two mobile users share fairly the available bandwidth as
implied by the PSNR. Further analysis of the quality received
by multiple users, is planned for future work.
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Figure 6: Mean PSNR vs. Link BW.

C. Inter-RR Time Influence on Objective Quality

In all the aforementioned scenarios, the interval T between suc-
cessive RR reports was 0.5 seconds. The reason for this choice
is made clear below. Here we study the impact of the decision
period T on the objective quality of the received video streams.
Fig. 7(a) reveals that in the absence of FTP cross traffic when
bandwidth is 1Mbps and T is close to 0, the PSNR reaches
40dB followed by a slight decrease approaching 33dB as the T
increases, because layers are superimposed at a slower pace. In
the case of 512Kbps, the PSNR reaches its peak value when T
is 0.5 seconds. There is a gradual decrease of PSNR down to
28dB as the T diminishes to 0 as a result of the huge number
of reports which cause instant changes of the transmission rate
which cannot be accommodated by the link bandwidth. For
intervals larger than 0.5 seconds, the PSNR curve follows the
same behavior as in the case of 1Mbps because the reduction
of T implies that congestive phenomena (due to limited band-
width) will not occur frequently. In the presence of FTP cross
traffic (Fig. 7(b)), the PSNR values are relatively smaller com-
pared with previous graphs. For a link of 1Mbps, some fluctu-
ations occur due to the dynamically changing available band-
width. As for 512Kbps, a steep decrease of PSNR is observed
when T is reduced as a consequence of congestion caused by
FTP cross traffic and fast transitions in layer selection.

V. CONCLUSIONS AND FUTURE WORK

In this paper we present ADIVIS, an adaptive video transmis-
sion algorithm specifically designed for video streaming over
the Internet. Our main objective is to provide a framework
that incorporates both Content Adaptation and Network Adap-
tation Techniques. Towards this direction, we introduce two
new components; a feedback mechanism and a decision algo-
rithm, that deal with layered video streams.

We evaluated ADIVIS under error-free and error-prone envi-
ronments and our results indicate that the algorithm can finely
adapt the video stream bit rate to the available bandwidth, while
providing high and stable objective quality of service. More-
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Figure 7: Mean PSNR vs. Inter-RR Time.

over, simulations showed that ADIVIS performs best in the ab-
sence of cross traffic while the objective quality remains ac-
ceptable in the presence of cross traffic. It seems that our al-
gorithm provides fairness, however, this is an issue which will
be further investigated in the presence of more than two users.
We studied the impact of the inter-RR time T on the objective
quality and we found that small values of T drive the system to
instability resulting in lower PSNR, whereas large values make
the system unresponsive to transient changes. Thus, the selec-
tion of 0.5 seconds is dictated by the desire to maintain respon-
siveness to changes in the network state providing stability and
avoiding fast transitions in layer selection.

For future work we are planning to evaluate our algorithm
using more extensive scenarios, taking into account other types
of cross traffic e.g., web traffic. Moreover, our proposed fuzzy-
based approach should be compared with other existing rele-
vant approaches in order to assess its advantages, by looking
at the interaction between our adaptive flow and other flows
sharing the same routers.
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